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Preface

This publication is intended to provide basic information
about IBM System/370, the data processing system based
on IBM System/360 but extending beyond the capabilities
of that system. The objective of this publication is to help
readers achieve a general understanding of this data
processing system and the interrelationships of its com-
ponents. Included in the overview are the system concepts,
features, individual models, and attachable input/output
devices and terminals. Discussed in greater depth are the
System/370 programming systems.

This publication is divided into eight sections. Sections 1
through 3 discuss the system structure and features; Section
4 describes the programming systems; Section 5 gives an
introductory explanation of teleprocessing; Section 6 pre-
sents summary information about individual system
models; Sections 7 and 8 describe the system input/output
devices and terminals.

Seventh Edition (December 1976)

In general, the sections should be read in sequence, since
information presented in one section often depends on an
understanding of information in previous sections. Section
4, however, can be read independently of the other sections.

A basic knowledge of data processing systems, such as
that given in the Introduction to IBM Data Processing
Systems, GC20-1684, is assumed. However, for the pro-
gramming systems information (Section 4), the reader is
assumed to have basic knowledge of IBM programming
systems, such as that found in /BM System/360 Operating
System Introduction, GC22-6534.

A list of abbreviations and a glossary of terms which do
not appear in the IBM Data Processing Glossary, GC20-1699,
follow the Contents.

More detailed information about System/370 is available
in IBM System/370 Principles of Operation, GA22-7000.

This is a reprint of GA22-7001-5 incorporating changes released in the following

Technical Newsletters:

GN22-0517 (dated June 22, 1976)
GN22-0509 (dated July 15, 1976)
GN22-0519 (dated September 30, 1976)
GN22-0521 (dated October 15, 1976)

Changes are periodically made to the specifications herein; before using this
publication in connection with the operation of IBM systems, refer to the latest
IBM System/370 Bibliography, GC20-0001, for the editions that are applicable
and current.

Requests for copies of IBM publications should be made to your IBM
representative or to the IBM branch office serving your locality.

This manual was prepared by the IBM System Products Division, Product
Publications, Dept. B98, PO Box 390, Poughkeepsie, N.Y. 12602. A form for
readers’ comments is provided at the back of this publication. If the form has
been removed, comments may be sent to the above address. Comments become
the property of IBM.

© Copyright International Business Machines Corporation 1970, 1972, 1973, 1975
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Glossary

(Refer to the IBM Data Processing Glossary, GC20-1699, for defini-
tion of those terms not included in this listing.)

alter/display: A feature whereby main storage data may be
displayed and altered at the display /keyboard console.

average access time: The average time interval between the instant
of request and the instant of delivery from a storage device.

block multiplex mode: The transmission of data to multiple I1/O
devices by the realtime interleaving of records in block form.

buffer storage: An area of storage set aside for temporary use to
compensate for differences in the rate or time of data transmission.

byte multiplex mode: The transmission of data to multiple I/O
devices by the realtime interleaving of bytes.

byte-oriented operand: A feature that allows operands to reside on
any byte boundary.

character generator: A feature that translates the byte necessary to
trace an alphameric character on the face of a display tube.

code-dependent device: A device whose operation depends on the
code used in representing data.

command retry: A channel and control-unit procedure that causes a
command to be retried without requiring an I/O interruption.

commercial instruction set: A combination of instructions of the
standard instruction set and the decimal feature.

communications—start-stop: One of three classifications of adapter
used for connecting remote and local devices to the 2701 Data
Adapter Unit.

compatibility feature: A feature, also called an emulator, that allows
an IBM system to execute programs written for another system.

console file: A disk file, one of the major operational components
of the Model 158 System Console.

correction code check: A noncomparative data validity check
performed by the 2835 Storage Control to provide the 2305 Fixed
Head Storage with correction capabilities.

data acquisition and control: The process of identifying, isolating,
and gathering source data and providing the correct facility for its
transmission.

data density: On magnetic tape, the number of bytes per inch.
data link: The communications lines, modems, and other commun-

ications equipment arranged for data, used in the transmission of
information between two or more locations.

viii

data transfer rate: The number of bytes (or packed decimal digits
and signs) per second transferred to or from the processing unit by a
storage unit.

decimal arithmetic: Arithmetic operations performed on decimal
numbers.

decimal feature: A feature that permits storage-to-storage decimal
arithmetic operation.

dual density: A feature that allows a program to use a tape unit in
either 800 or 1600 bytes per inch (bpi) recording.

duplex circuit: A circuit that can carry data in two directions at the
same time.

Dynexcel: A type of tape material (IBM Series/500, DYNEXCEL®)
used on the 2401 for 800 or 1600 bytes per inch (bpi) recording.

editing: The process of modifying data such as inserting or deleting
special characters.

EOR character: An end-of-record character used to separate input
records.

error checking and correction (ECC): The detection, in the
processing unit, and correction of all single-bit errors, plus the
detection of double-bit and some multiple-bit errors.

extended floating-point number: A floating-point number with a
112-bit fraction. This is approximately 34-decimal-place precision.

extended-precision floating point: A feature that provides opera-
tions on extended floating-point numbers.

field length: The length of a specified area in a record used for a
particular category of data.

fixed length data format: A format in which data is present in units
of equal and unvarying length.

floating-point feature: A processing unit feature that has at its
disposal four 64-bit floating-point registers and the instructions to
perform floating-point arithmetic calculations.

high-order bit: The leftmost bit in the bit representation of a unit of
information.

in-flight: During the process of moving.

instruction set: A set of instructions grouped for convenience in
marketing.



internal performance: A factor in the total productivity of a system
determined by a combination of throughput, response time, and
availability.

interruption, classes of: The six classes of program interruption are:
program, supervisor call, external, restart, machine check, and 1/O.

interruptions, disallowing of: The delaying of or prevention of an
interruption.

interval timer: A timer that resides at location 80 in main storage.
The interval timer causes a request for an external interruption
when it steps from positive to negative.

1/O interface. The physical and the logical connection between the
channel and the 1/O control unit.

Journal roll: An adding-machine or cash-register tape.

light pen: A pen-like device used in system operation to identify a
point or path (continuous combination of points) on the face of a
display tube.

local mode: A mode of operation that allows a communication
terminal to be used as a typewriter.

logical operations: The comparing, testing, translating, editing, and
relocating of logical data.

long floating-point number: A floating-point number with a 56-bit
fraction. This is approximately 17-decimal-place precision.

low-order bit: The rightmost bit in the bit representation of aunit of
information.

machine-dependent: Relates to a program or procedure that requires
the use of specific hardware.

magnetic tape cartridge: An encased reel of magnetic tape.

micro-instruction retry: The process of recovering from intermittent
failures through the use of microprogram routines that, when an
error is detected, return the processing unit to a point in the
operation that was correctly executed. The operation continues
from there.

multipath: A type of control unit that permits several I/O devices to
transfer data at the same time.

native attachment: An attachment that is an integral part of the
basic hardware.

nine-track compatibility: A feature that allows the reading and
writing of nine-track- magnetic tape at 800 bytes per inch (bpi)
as well as 1600 bytes per inch.

nondestructive cursor: A cursor that, at any given location on a
display face, has no effect on data in residence.

nonprivileged instruction: An instruction that is valid in both the
problem and the supervisor states, as contrasted to a privileged
instruction that is valid only in the supervisor state.

nonshared subchannel: A division of a channel data path that can
control only one I/O device.

0S/DOS compatibility: A feature that provides a System/370 model
with the ability to execute DOS programs under OS control.

packed format: A data format in which a byte may contain either
two decimal digits or one decimal digit and a sign.

parallel data adapter: A classification of transmission adapter used
with the 2701 in data acquisition and control. A circuit is provided
for each bit in the code structure.

pen path: The continuous series of positions or configurations of an
activated light pen as it moves across the face of a display tube.

pen tracking: The movement of an activated light pen across the
face of a display tube.

phase encoding: A method of recording on magnetic tape in which
both 0-bits and 1-bits are recorded.

program card: A card punched to control automatic operations and
field sizes during card punching and verifying.

program switching: The switching from one program to another in
the performance of a transaction.

read/write head: A device used to sense (read) or record (write)
magnetic spots on a magnetic surface.

realtime application: An application that processes input as it is
generated, as opposed to batch-type processing.

realtime process: A process in which response to input is fast
enough to affect subsequent input.

reloadable control storage (RCS): Storage used to execute a set of
microprograms that is used to control the processor, plus channel
functions and features. These microprograms are loaded into the
RCS from the console as an initial microprogram load procedure.
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remote (vs local): Physically separated but acting on or controlling,
as a terminal operates in teleprocessing. May have facility for
operating in local mode completely independent of the main unit.

rotational delay: In a rotating storage device the time period
between the request and positioning of the desired record under the
read head.

rotational position sensing: A feature of the 2835 Storage Control
that increases channel availability by releasing the channel during
most of record search time.

rotational speed: In a direct access storage device, the revolutions
per minute (RPMs) of the rotating drum or disk.

rubber banding: A tracking technique in the use of a light pen on a
display tube face whereby a single vector can be displayed from
each starting point of tracking to the position of the pen.

selectable unit (SU): A collection of macro instructions and modules
that provides new function and device support. Selectable units
are shipped independently of OS/VS2 releases.

selector mode: One or two modes in which a block multiplexer
channel can operate, the other being block multiplex mode.

selector subchannel: A subchannel of the shared type that operates
in burst mode and can operate one I/O device concurrently with
byte multiplexer subchannels.

Series/500: A type of magnetic tape (Dynexcel) used by IBM that
will handle data densities of 800 or 1600 bytes per inch (bpi).

seven-track compatibility: A feature that enables a tape unit to
write or read seven-track tape at 200, 556, or 800 characters per
inch (cpi).

shared path: The single data path of a byte multiplexer channel
shared concurrently, in byte mode, by more than one low-speed I/0
device.

shared subchannel: A division of a channel data path; one that can
control several 1/O devices through one unit.

short floating-point number: A floating-point number with a 24-bit
fraction. This is approximately seven-decimal-place precision.

simultaneous home-loop operation: Local operation between units
of the same configuration.

single-path: A type of control unit, usually integrated with an I/O
unit, that controls only that device.

standard instruction set: A set of ‘instructions that includes all
System/370 instructions that are not part of any separately defined
feature.

storage access width: The number of bytes fetched in each main-
storage access.

storage cycle time: The time required by main storage to processa
reference to it.

storage interleaving: A performance factor that allows 2, 4,8, 0r 16
storage accesses to be started during a storage cycle.

subchannel: A division of a channel data path.

supervisor-call interruption: An interruption caused by the
supervisor-call instruction in passing control to the Supervisor.

switch, two-channel: A feature that allows each of the two data
paths of the integrated storage controls (ISC) feature to be
connected to two channels on the same or separate systems.

synchronous communications adapter: A classification of trans-
mission adapter used in connecting remote and local devices to the
2701 Data Adapter Unit.

synchronous data link control (SDLC): A line discipline in
teleprocessing that includes comprehensive detection and recovery
procedures, at the data link level, for transmission errors that may
be introduced by the communications lines.

system control panel: A panel, usually mounted on the processing
unit, that provides the operator with manual control of the system.

Systems Network Architecture (SNA): A flexible teleprocessing
network design that utilizes a single access method, a single network
control program, and a single communications line control.

tape cartridges: See magnetic tape cartridge.

time-of-day clock: A feature that provides a precise measure of time
suitable for accurate elapsed time measurements and time-of-day
indication.

train cartridge: A cartridge, used on the 3211 Printer, containing a
train of characters that are not linked together.

transparency: A feature in teleprocessing that allows the sending
and receiving of control characters as data, negating their control
function.

two-byte interface: A feature of the 3165 Processing Unit that
permits a 2880 Block Multiplexer Channel to transfer data at rates
as high as 3 million bytes per second.

universal instruction set: A combination of instructions of the
commercial instruction set and the floating-point feature.

utility: Pertaining to a problem program designed to perform a
common task.

wait time: Time the processing unit spends in the wait state.

zoned decimal format: A data format in which a zone character
accompanies each decimal digit, except in the low-order byte
position, which is occupied by a sign and decimal digit.



IBM System/370 (Figures 1-1 through 1-4) is a general-
purpose system readily adaptable to a large number of
applications. System/370 provides a variety of upward-
compatible models which offer the user a system of
impressive performance.

System/370 offers the advantages of System/360 plus

e Faster internal performance

Figure 1-1. System/370 Model 135

Model 165

Model 155

Figure 1-2. System/370 Models 145, 155, and 165

Section 1. Introduction to IBM System/370

e Greater channel capabilities

Increased processor storage

Virtual storage capability

Greater teleprocessing flexibility

Integrated emulation of other IBM systems

e Added reliability, availability, and supportability

Model 145

Introduction to IBM System/370 1-1



Figure 1-3. System/370 Model 158

Figure 14. System/370 Model 168

1-2  System/370 System Summary




The basic structure of a System/370 model (Figure 2-1)
includes main storage, a central processing unit (CPU), one
or more channels, and online input/output (I/O) devices.
Online means that the I/O equipment, whether local or
remote, operates under program control. Main storage may
physically be a part of the CPU (processor storage), or it
may be a standalone unit. A channel may be an integral
part of the CPU, or it may be an independent unit. I/O
devices are generally attached to channels through control
units and the I/O interface. A control unit can be an
integrated adapter or attachment, or it can physically be a
separate unit. Figures 7-1 and 8-1 in Sections 7 and 8,
respectively, show specific attachments by I/O device type.

Data Formats

The system transmits data in multiples of eight bits. Each
eight-bit unit of data is called a byte, the basic building

Control Units

Y

Block

Channels 1/O Interface
Main Storage < Byte
(Processor < Multiplexer
Storage) l— Channel
y
A

Section 2. System/370 Basic Structure

block of all formats in System/370. In CPU’s and buffers, a
ninth bit, the parity or check bit, is transmitted with each
byte and carries odd parity in the byte. The parity bit
cannot be affected by the program; its only purpose is to
cause an interruption when a parity error is detected. In
this manual, references to data exclude the mention of the
associated parity bits.

A field is composed of one or more bytes. The halfword,
word, and doubleword are fields of consecutive bytes; a
halfword has two bytes, a word has four bytes, and a
doubleword has eight bytes. These fields make up the basic
fixed-length data formats (Figure 2-2).

Data formats are either fixed-length or variablelength.
During processing, the field length is either implied by the
operation to be performed, or it is stated explicitly as part
of the instruction.

Input/Output (1/0)
Devices

Terminals and
Data Communication

L

Card Read
| Punch
L& printer ]

Multiplexer

Central Selector

Processing 1
Unit (CPU) Channe

——— CPU - Channel Control Lines
Data Transfer Lines

Figure 2-1. Organization of a Representative System/370 Model

Channel Disk Storage
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0 78 15 16 23 24 31 32 39 40 4/ A8 55 56 63

Figure 2-2. Basic Fixed-Length Data Formats (with EBCDIC-Coded Data)

Data Representation

In System/370, data (whether numeric, alphabetic, or
alphameric) is processed in multiples of an eight-bit byte.
The data may be in binary form (as numeric data for most
scientific computations) or it may be in a binary code.
Coding permits data to be represented by characters (for
example, 1, 2, A, B, and *) on devices such as card readers,
visual display units, and printers. These devices are code-
dependent; that is, their operation depends on the code
used to represent the characters.

The eight-bit byte provides for as many as 256 characters,
which allows for future code expansion and permits
System/370 to accept most present and future codes. The
character code used internally in System/370 processing is
the extended binary-coded-decimal interchange code
(EBCDIC). The bit positions in EBCDIC (Figure 2-3) are
numbered the same as those of bytes (left to right, 0-7).

MAIN STORAGE

Main storage provides the system with directly addressable
fast-access storage of data. Both data and programs must be
loaded into main storage (from input devices) before they
can be processed. Some low-address locations are reserved
for special purposes.

Addressing

Byte locations in main storage are consecutively numbered
starting with O; each number is the address of a different
byte location. A group of bytes in storage is addressed by
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the lowest-numbered byte location of the group. The
number of bytes in the group is either implied by the
instruction format or explicitly defined by the instruction
itself. The addressing arrangement uses a 24-bit binary
address, which gives System/370 the capability of ad-
dressing as many as 16,777,216 bytes of storage.

Data Positioning

Restrictions on data positioning in main storage depend on
several factors, such as whether the data field is variable or
fixed length. A variable-length field may be positioned on
any byte boundary in usable main storage, but a fixed-
length field (such as a halfword, word, or doubleword) may
or may not, depending on what type of reference is made
to the data field.

The byte-oriented operand feature, which is described in
Section 3, allows some fixed-length fields to be positioned
on byte boundaries rather than only on integral boundaries.
A boundary is integral for a unit of data when its main
storage address is a multiple of that unit’s length in bytes.
For example, halfwords (two bytes) should have main
storage addresses that are multiples of 2. Figure 2-4 shows
integral boundaries for the common units of data, with
main storage addresses as four-digit decimal numbers
(0000, 0001, 0002, etc.) rather than as the 24-digit binary
numbers that are actually used. Sequential halfword
addresses are shown in Figure 2-4 as 0000, 0002, 0004, etc.
Words (four bytes) must have addresses that are multiples
of 4 (shown in Figure 24 as 0000, 0004, 0008, etc.), and
doublewords (eight bytes) must have addresses that are
multiples of 8 (shown in Figure 24 as 0000, 0008, etc.).
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Figure 2-4. Representative Integral Boundaries for Halfwords, Words, and Doublewords in Main Storage
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Performance Factors

The variety of main-storage units available for the System/
370 models permits the system to be tailored to suit the
individual needs of the user. The units differ in capacities,
access widths, cycle times, and degrees of interleaving.

Depending on the model, storage capacities range from
64K (65,536 bytes) to 8,192K (8,388,608 bytes). (In this
manual, 1K =1,024.)

Storage Access Width is the number of bytes transferred to
or from main storage in each access. As access width
increases, the quantity of data that may be transferred per
unit time increases. The width, which is model-dependent,
ranges from 2 to 16 bytes.

Storage Cycle Time is a measure of storage speed and is
defined as the length of time that main storage is busy
whenever a reference is made to it. Generally, the shorter
the cycle time, the greater the number of operations that
can be performed in any time interval. The storage cycle
time is 2.07 microseconds or less, the exact value depending
on the system model.

Storage Interleaving, a model-dependent capability, in-
creases the number of main-storage accesses started in a
storage cycle, thereby significantly increasing the amount
of data accessed per unit time.

CENTRAL PROCESSING UNIT

The central processing unit (CPU) is the controlling center
of System/370. It provides facilities for:

Addressing main storage.

Fetching and storing data.

Arithmetic and logical processing of data.

Executing instructions in a desired sequence.

Initiating communication between main storage and input/output
(1/0) devices.

Three types of programmable registers are provided by
the processing unit: general, floating-point, and control. The
16 general registers and 4 floating-point registers are
accessible to the problem programmer and are capable of
receiving data, holding it, and permitting it to be operated
on. The general registers are used primarily for fixed-point,
logical, and addressing operations. The floating-point regis-
ters are used only for floating-point arithmetic. The control
registers provide for the handling of information used to
control some system operations. These registers are acces-
sible to the control program by way of specific instructions.
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The number of registers and register positions available with
any system model depends on which installed functions
require control registers.

Arithmetic and Logical Operations

The arithmetic and logical operations fall into four classes:

Decimal arithmetic
Fixed-point arithmetic
Floating-point arithmetic
Logical operations

These classes differ in the data formats and field lengths
used, the registers involved, and the operations provided.

Decimal Arithmetic

Decimal arithmetic, used principally for commercial appli-
cations, is performed on signed decimal data. Generally,
decimal data entering and leaving the system via devices
such as card reader-punches and printers is in zoned format
(Figure 2-5). But for processing and for storage in direct-
access and magnetic-tape devices, decimal data is in packed
format (Figure 2-6). Packing fits two decimal digits (or one
digit and sign) per byte. Because only four binary digits are
needed to express one decimal digit, packing permits more
efficient handling of decimal data.

High-order Byte

Low-orfer Byte

Zone | Digit | Zone Digit | Zone | Digit | Sign | Digit

Figure 2-5. Zoned Decimal Number Format

High-order Byte Low-order Byte
" "

Digit | Digit | Digit Digit | Digit | Digit | Digit | Sign

Figure 2-6. Packed Decimal Number Format

Packed data is taken from main storage, processed, and
returned to storage without the data passing through any
general registers; this is called storage-to-storage processing.
The decimal field length, specified by the instruction, can
be expanded to as many as 31 digits plus sign, all packed in
up to 16 bytes.

Fixed-Point Arithmetic

Fixed-point arithmetic is used to perform arithmetic
operations on both data and storage addresses.



The fixed-point binary word (Figure 2-7), the basic
arithmetic operand in System/370, is a 32-bit signed integer
(a 31-bit integer with a high-order sign bit). Halfword
operands can be specified in many operations where a
fullword is not needed, thus improving both performance
and use of storage.

Halfword

M 153

0000000101010011

01 15

Word

+ 3,223,939
0/0000000001100010011000110000011
01 3

Figure 2-7. Fixed-Point Number Formats (with Signed Binary
Data)

The 16 general registers, each four bytes (32 bits) wide,
are used for fixed-point operations. For fixed-point product
and dividend precision, two adjacent registers can be
coupled, effectively doubling the register width.

Floating-Point Arithmetic

Floating-point arithmetic, used primarily in scientific appli-
cations, greatly increases the speed, precision, and effi-
ciency of computations. In System/370, this form of
numeric representation can express positive or negative
decimal values from about 1077 to about 1076.

Floating-point numbers may be short (24-bit fractions,
with about seven-decimal-place precision), long (56-bit frac-
tions, with about 17-decimal-place precision), or extended
(112-bit fractions, with about 34-decimal-place precision).
Floating-point fractions are made up of hexadecimal (base
16) digits, each consisting of four binary digits and having
equivalent decimal (base 10) values of 0-15. The short
format (Figure 2-8) usually reduces execution times and
increases the number of operands that can be stored, the
long format (Figure 2-9) provides greater precision, and the
extended format (Figure 2-10) provides about twice the
precision of the long format. (See “Extended-Precision
Floating-Point Feature,” Section 3.)

Four floating-point registers, each eight bytes wide, are
provided. The availability of these registers eliminates much
fetching and storing of intermediate results. The 16 general
registers are also used, primarily for indexing and address
arithmetic.

S| Characteristic Fraction

01 78 31
Figure 2-8. Short Floating-Point Number Format

S| Characteristic

Fraction jf

01 78 63

Figure 29. Long Floating-Point Number Format

S| Characteristic High-Order Fraction Jg

01 78 63
(Ignored) Low-Order Fraction j{

64 7172 127

Figure 2-10. Extended Floating-Point Number Format

Logical Operations

The logical operations provide System/370 with the ability
to manipulate logical quantities. The manipulations
include: comparing, testing, translating (character for char-
acter), editing (sign and punctuation control), and moving
logical data. The data may have either a fixed- or
variablelength format (Figures 2-11 and 2-12). Fixed-
length data, processed through the general registers, may be
one, four, or eight bytes long; variable-length data, pro-
cessed storage to storage, can extend to 256 bytes.

Fixed-Length Logical Operand (One, Four, or Eight Bytes)

Logical Data

Figure 2-11. Fixed-Length Logical Format

Variable-Length Logical Operand (Up to 256 Bytes)

Byte Byte Byte

0 8 16

Figure 2-12. Variable-Length Logical Format

Instruction Formats

Main storage addressing and the execution of processing
programs are directed by the CPU. The instructions that
make up these programs may be of several different
formats, identified by the format codes RR, RX, RS, S, SI,
and SS (Figure 2-13).

RR denotes a register-to-register operation. The operands
are in general registers, and the result replaces the first
operand.

RX denotes a register-and-indexed-storage operation. The
first operand is in a general register, and the second operand
is in a main storage location. This format includes a
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Figure 2-13. Basic Instruction Formats

quantity for indexing the main storage address; the quan-
tity is contained within a general register, which is used as
an index register and specified by the instruction. The
result of an RX operation may replace the first operand
depending on the instruction.

RS denotes a register-and-storage operation. The first
operand is in a general register, the second operand is in
main_ storage, and a third may be specified by another
general register.

S denotes an operation using an implied operand and
storage.

SI denotes an immediate-operand-and-storage operation.
The first operand is one byte of data carried in the
instruction itself (the immediate operand), and the second
operand is in main storage.

SS denotes a storage-to-storage operation. Both operands
are in main storage. )
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Generally, the first byte of each of these formats gives the
operation code (the “op code”), which identifies the
operation to be performed; for S-format instructions,
however, the first two bytes are used for the op code.

System Control Panel

The control panel, usually mounted on the CPU, provides
the operator with manual control of the system. It gives the
operator the ability to reset a system, to store and display
information, and to load initial program information.

The need for operator manipulation of manual controls is
minimized by the system design and by the governing
control program, reducing the number and seriousness of
operator errors.

A large-system capability permits the operator controls to
also be mounted on a standalone console, such as the IBM
2150 Console.



INPUT/OUTPUT

An input/output operation transfers data between main
storage and an I/O device. An I/O operation is initiated by a
program instruction that generates a command to a
channel. A control unit receives the command via the 1/O
interface, decodes it, and starts the 1/O device.

Channels

Channels are the direct controllers of I/O devices and
control units. They provide System/370 with the ability to
read, write, and compute, all at the same time, by relieving
the CPU of the task of communicating directly with the I/O
devices.

Channels may be standalone units, complete with the
necessary logical and storage capabilities, or they may
time-share CPU facilities and be physically integrated with
the CPU. The type available to any system model depends
on the system model itself. In either case, the channel
functions are identical. Channels may be implemented,
however, to have different data transfer rates.

Functionally, the channel data path is divided into sub-
channels. To a programmer, each subchannel is a separate
channel, and can be programmed as such.

Some subchannels can control several I/O devices, where-
as others can control only one; these are called shared and
nonshared subchannels, respectively.

System/370 has three types of channels: byte multi-
plexer, selector, and block multiplexer.

Byte Multiplexer Channels

Byte multiplexer channels separate the operations of
high-speed devices from those of lower-speed devices.
Channel operations are in either of two modes: byte mode
for lower data rates, and burst mode for higher data rates.

In byte mode, the single data path of the channel can be
shared by a large number of lower-speed I/O devices (such
as card readers, printers, and terminals) operating con-
currently; the channel receives and sends data to the I/O
devices on demand.

Burst mode is forced by devices such as magnetic tape
units, disks, or data cell storage, and is not under the
control of the programmer. Such high-speed devices, having
established a logical connection with a channel, usually stay
connected to it for the duration of data transfer and
thereby force the channel into burst-mode state.

The IBM 2870 Multiplexer Channel (Figure 2-14), the
standalone unit used with Models 165, 168, and 195,
houses one byte multiplexer channel. Like the in-CPU
byte multiplexer channels, 2870’s have byte multiplexer
subchannels;, additionally, 2870’s can have selector sub-
channels.

Byte multiplexer subchannels may operate in either byte
or burst mode, and may be of either the shared or

nonshared type. In byte mode, each can operate one

Figure 2-14. IBM 2870 Multiplexer Channel

low- or medium-speed 1/O device concurrently, if the total
load on the channel does not exceed the channel capacity.
In burst mode, one byte multiplexer subchannel monopo-
lizes the byte multiplexer channel and operates one
higher-speed 1/O device.

Selector subchannels, which are of the shared type only,
operate only in burst mode; each can operate one 1/O
device concurrently with the byte multiplexer subchannels
but can control as many as 16 1/O devices.

Selector Channels

Selector channels transmit data to or from a single 1/O
device at a time. They can handle both high- and lower-
speed 1/O devices, but their burst-mode operation makes
them especially suitable for high-speed devices. Each
selector channel attaches up to eight 1/O control units and
can address as many as 256 1/O devices. One 1/O device per
selector channel can be transmitting data at any given time;
no other 1/O device on the channel can transmit data until
all data is handled for the selected device.

In general, I/O operations on a selector channel are
overlapped with processing, and all channels can operate
simultaneously, provided that the processing unit’s data
rate capabilities are not exceeded. The maximum data rates
for the selector channels vary with the System/370 models
and the channel options available, and range from 1.3 to
1.85 million bytes per second.

The IBM 2860 Selector Channel, the standalone unit used
with Models 165, 168, and 195, is similar in appearance to
the 2870 Multiplexer Channel (Figure 2-14), and can house
one, two, or three selector channels.
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Block Mu/t)'plexer Channels

Block multiplexer channels have advantages of both byte
multiplexer and selector channels in that they can con-
currently operate many high-speed 1/O devices on a single
data path. . '

Block multiplexer channels operate in either of two
modes: ‘selector or block multiplex. Selector mode is
functionally equivalent to selector channel operation, per-
mitting attachment of all the I/O devices which can attach
to selector channels In block multiplex mode, these
channels permit interleaving (multiplexing) of channel
programs for high-speed devices in such a way that channel
programs can be initiated sooner and channels can be freed
earlier than would be possible with selector channels. The
byte and block multiplexer channels differ primarily in that
the block multiplexer channels can operate with much
faster 1/O devices, and they transfer larger quantities of
data per transmission. These quantities are referred to as
blocks, and may include a number of records.

Block multiplexer channels provide a humber of subchan-
nels of the ‘shared or nonshared type. The maximum data
rates for block multiplexer channels vary with the System/
370 models and channel options available, and range from
1.2 to 3.0 million bytes per second.

The IBM 2880 Block Multiplexer Channel, the standalone
unit used with Models 165, 168, and 195, is similar in
appearance to the 2870 (Figure 2-14), and houses either
one or two block multiplexer channels.

1/0 Devices

1/O devices fall into a number of categories, some of whlch
overlap. They are used in and for:

Auxiliary storage

Machine and manual (keyed) input, both local and remote

Teleprocessing

Reading (or output) of external documents and displays

Process control

Data acquisition

Many IfO devices function with an external document,
such as a punched card or a reel of magnetic tape. Others
handle only electrical signals, such as those in process-
control and data acquisition systems.

Control Unit Function

The control unit function provides the logic circuitry and
the storage areas (buffers) needed to operate the attached
I/O devices. Yet, to the user, most control unit functions
cannot be distinguished from I/O device functions.

The control unit function may be part of the I/O device
or the CPU (integrated attachments) or it can physically be
a separate unit.

1/0 Interface

The I/O interface provides a uniform method of attaching
various I/O devices (through control units) to a channel.
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The information format and the control signal sequences
provided by the interface are independent of the type of
control unit and channel. Certain I/O devices that do not
use the I/O interface do ‘use the same programming
information format and sequences.

INTERRUPTION SYSTEM

The interruption system permits System/370 to dynam-
ically respond to equipment and programming errors, and
greatly aids the efficient use of 1/O equipment. To make
the interruption procedure as short and simple as possible,
switching between the interrupted program and the control
program (the program that services interruptions) must be
efficient.

The interruption system uses program status words
(PSW’s) to hold status and control information. Addition-
ally, System/370 uses control registers to regulate the
interruption system.

As soon as an interruption occurs, all current status
information, together with an identification of the cause of
the interruption, is put into a PSW. This “old” PSW is
stored at a fixed location. The system then automatically
fetches a “new” PSW from a different fixed location. Each
class of interruption uses two fixed locations in main
storage: one to receive the old PSW when the interruption
occurs, and the other to supply the new PSW that governs
the servicing of that class of interruption.

After the interruption has been serviced, the CPU is
restored by the control program to the status it had before
the interruption. .

Classes of Interruptions

The interruption system separates interruptions into six
classes:

Program interruptions are caused by various Kinds of
programming errors; the exact type of condition is identi-
fied in the program old PSW.

Supervisor Call interruptions are caused when the program
issues an instruction to pass control to the part of the
control program, called the supervisor, which performs the
supervisory functions associated with a task.

External interruptions are caused by an external device that
requires attention, by the interval timer (an internal
clocking device) going past zero, or by the operator pressing
the interrupt key. .

IfO interruptions are caused by an I/O unit ending an
operation or otherwise needing attention. Identification of
the device and channel causing the interruption is stored in
the I/O old PSW; in addition, the status of the device and

channel is stored in a fixed location.

.

Machine Check interruptions are caused by the machine-
checking circuits detecting an error.



Restart interruptions are caused by the operator activating
the restart key or by another processing unit specifying
restart.

Disallowing of Interruptions

Most interruptions may be either allowed or temporarily
disallowed. When an interruption is disallowed, it is either
delayed or does not take place, the outcome depending
mainly on the class of interruption. The following inter-
ruptions can be disallowed:

All 1/O interruptions

All external interruptions

Some program interruptions

The machine-check interruption

Priority of Interruptions

During the execution of an instruction, several interruptive
events may occur simultaneously. When this occurs, the
competing interruption requests are serviced in a fixed
order of priority.

VIRTUAL STORAGE CAPABILITY

System/370 virtual storage extends and enhances system
capabilities by permitting users to program as though the
system had use of as much as 16,384K (16,777,216 bytes)
of storage. This storage capability is provided by way of
several features (such as dynamic address translation and
channel indirect data addressing) and associated pro-
gramming support. The contents of virtual storage are
usually maintained on an external storage medium called
external page storage.

Virtual storage is divided into segments of either 64K
(65,536 bytes) or 1,024K (1,048,576 bytes). Each segment
is divided into pages of 2K or 4K bytes. A segment is a
block of sequential logical addresses spanning 64K or
1,024K bytes in virtual storage. A page is a block of
sequential logical addresses spanning 2K or 4K bytes in

virtual storage. A page may contain instructions, data, or
both. A page is transferable between real storage and
external page storage. When a program is executed, the
addresses specified by the program are translated, via
dynamic address translation, into real addresses in main
storage.

As pages of virtual storage are addressed, if they are not
already in main storage they are brought in from external
page storage to replace pages in real main storage that are
not needed. The swapping of pages of storage is performed
by the operating system.

MULTIPROCESSING

Two multiprocessing (MP) models of System/370 Model
158 or 168 operating under a single system control program
form a large-scale System/370 multiprocessing system.

The CPU’s of both systems share a configuration control
panel located between the CPU’s. This panel contains the
operator controls for MP operations such as the allocation
of main storage.

The MP system offers several advantages:

1. It improves workload balance between the CPU’s by
sharing main storage and I/O devices for more efficient
use of these units. The combined system thereby can
adjust its resources in response to the varying workload.

2. It increases critical system availability, especially desir-
able in realtime applications. By use of the configuration
control panel, various units can be removed from oper-
ation and the system reconfigured without them.

3. It increases system flexibility. Each of the two systems
can operate independently, each with its own system
control program and its assigned main storage and I/O
devices.

Non-MP Model 158 or 168 CPU’s can be converted to the
respective MP versions, and the features and I/O devices
available to the non-MP Model 158’s and 168’s are also
available to the respective MP versions.

System/370 Basic Structure  2-9



This section describes the more prominent standard and
optional features of System/370. The features discussed are
listed under the name of that part of the basic system
structure with which they are usually associated.

Some features are standard for some System/370 models
and optional for others; and some features are available to
only certain models. (See Section 6 for the features
available with any specific model.)

MAIN STORAGE FEATURES

Main (or processor) storage includes all storage that is
directly addressable.

Main Storage Capacities

Main storage capacities offer a wide latitude in choosing the
amount of storage required. The capacities vary from 64K
(65,536 bytes) to 8,192K (8,388,608 bytes), depending on
the system model. Available models have a choice of several
storage capacities, with each model’s maximum capacity
several times its minimum.

Storage Protection

Storage protection, made up of the store and fetch
protection features, prevents the unauthorized changing or
use of the contents of main storage. Store protection
prevents the contents of main storage from being altered by
storage addressing errors in programs or input from I/O
devices. Fetch protection prevents the unauthorized fetch-
ing of data and instructions from main storage. As many as
15 programs (with associated main storage areas) can be
protected at one time. The storage protection feature,
including store protection and fetch protection, is standard
on all System/370 models.

Protection is achieved by dividing main storage into
2,048-byte blocks and by associating a five-bit key in
storage (Figure 3-1) with each block. Each key in storage
may be thought of as a lock. Each block of storage, then,
has its own “lock.” Two instructions are provided for
assigning and inspecting the key, which contains a four-bit
code. The same code may be used by many blocks, using
binary codes 0001-1111.

A user’s right of access to storage is identified by a
four-bit protection key (Figure 3-1), located in the program
status word (PSW) or in a special word used in channel

Section 3. System/370 Features

operations. The protection key may be thought of as the
key for the “lock.” During a main-storage reference (storing
or fetching), the key in storage is compared with the
protection key associated with the reference. Access to the
location is granted only when the four leftmost (high-order)
bits of the key in storage match the protection key, or
when the protection key is zero (0000). The rightmost
(low-order) bit of the key in storage determines whether
fetch protection is operative for the storage block asso-
ciated with that key. If the bit is 1, fetch protection is
operative; if it is 0, it is inoperative.

Fetch-
Protection
The "Llock" Bit
e A ~"
Key in Storage 0 1 1 1 1
“ )
~—
Compared Bits
A
~ A
Protection Key | 0 1 1 1
& J
'

The Key to the "Lock"

Figure 3-1. Key in Storage and Protection Key,
Showing Matching Keys

High-Speed Buffer Storage

Buffer storage can sharply reduce the time required for
fetching currently used sections of main storage. On the
Model 168, for example, the CPU can obtain eight bytes
from the buffer in two cycles (160 nanoseconds), and a
request can be initiated every cycle. This compares with
five cycles (400 nanoseconds) required to obtain eight
bytes directly from main storage.

Buffer operation is handled entirely by hardware and is
transparent to the programmer, who does not need to
adhere to any particular program structure to achieve
close-to-optimum use of the buffer.
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CENTRAL PROCESSING UNIT FEATURES

Instruction Sets

System/370 has three instruction sets: the standard, com-
mercial, and universal (Figure 3-2).

The System/370 standard instruction set includes all
instructions that are not part of any separately defined
feature. These instructions provide the basic processing
capability of the system.

The System/370 commercial instruction set includes the
System/370 standard instruction set and the System/370
decimal feature instructions.

The System/370 universal instruction set includes the
System/370 commercial instruction set and the System/370
floating-point feature instructions.

The System/370 instruction sets are fully described in the
IBM System/370 Principles of Operation, GA22-7000.

N .
Floating-Point Feature

Instructions

r Fixed-Point Binary Arithmetic
Instructions, Status-Switching

. Instructions, Branching Instructions,
Universal

Instruction
Set w

Standard
Instruction
Set

1/O Instructions, Protection-Feature
Commercial | | Instructions, Time-of-Day Clock
Instruction Instructions, Control-Register

Set Instructions, and Monitoring
Instructions

Decimal Feature
Instructions

— N

Figure 3-2. System/370 Instruction Sets

Decimal

This feature, especially useful in commercial operations,
permits storage-to-storage decimal arithmetic operations
and includes two instructions to assist in editing output.

Floating Point

This feature, used primarily in scientific operations, permits
calculations on data with a wide range of magnitude.
Included with this feature are four 64-bit floating-point
registers, which are used to perform these calculations.
Operands can be selected for either 24-bit fractions (short
precision) or 56-bit fractions (long precision).

Extended Precision Floating Point

This feature permits floating-point operands to have 112-bit
fractions (extended precision) compared to the 56-bit
fractions available with long-precision floating-point arith-
metic. It also permits results to be rounded from extended
to long precision or from long to short precision.
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Direct Control

Direct control provides for exchanging control signals
between two System/370 CPU’s, between a System/370
CPU and a System/360 CPU, or between a System/370 and
some specialized device, such as an analog-to-digital con-
verter.

Direct control bypasses the channel by using the direct
control instructions and an externalsignal facility,
consisting of six external interruption lines, each of which,
when pulsed, sets up the conditions for an external
interruption.

Some System/370 models provide the external-signal
facility as a separate feature (that is, minus the instruc-
tions).

Interval Timer

This timer provides program interruptions on a program-
controlled basis. The timer, which is updated by timing
circuits, has a time resolution of 3.333 milliseconds (0.104
millisecond for the Model 195), and a total clock cycle of
15.5 hours.

Time-of-Day Clock

This feature provides a precise measure of time suitable for
accurate elapsed time measurements and time-of-day indica-
tion. The clock’s binary value, updated each microsecond
(each quarter-microsecond in the Model 195), can be
interrogated or set by provided instructions. The total clock
cycle is approximately 142 years.

Byte-Oriented Operand

Before describing the function of this feature, a distinction
needs to be made between privileged and nonprivileged
instructions, some of which make reference to fixed-length
data fields. Essentially, privileged instructions are those
used solely with control programs, whereas nonprivileged
instructions are used in processing or problem programs, as
well as in control programs.

The byte-oriented operand feature removes the integral-
boundary restriction from fixed-length fields referenced by
most nonprivileged instructions, permitting the fields to be
located in main storage on byte boundaries. For optimum
performance, however, these fixed-length fields should be
located on integral boundaries, since significant perfor-
mance degradation may result from the use of this feature.

Translation

The System/370 translation feature includes the translation
feature instructions, dynamic address translation, extended
control mode, program event recording, and store status and
program reset.



Dynamic Address Translation

This feature translates program-specified addresses into real
addresses in main storage. With appropriate programming
support, it can be used to move data and programs to an
external storage device, and later return them to main
storage for completion of execution.

Address translation uses a lookup procedure employing
tables in main storage. A special buffer is used to store as
many as 128 address translations, the number depending on
the system model. All storage references are first compared
with the buffer to determine if a current translation exists.
If one does exist, it is used; if not, translation proceeds and
the result is put into the buffer.

Extended Control Mode

This feature provides for an expanded PSW format and for
a CPU mode in which certain System/370 features (such as
dynamic address translation) can operate. When the system
is not in extended control mode, it is in basic control mode.

Program Event Recording

Program event recording provides a means for debugging
programs, and permits a programmer to be alerted to the
following events:

A successful branch

Alteration of a selected general register

Instruction fetching from a selected main storage area
Alteration of a selected main storage area.

Store Status and Program Reset

The store status and program reset facilities include a reset
function that does not destroy the contents of the
progammable registers and a store status function that
places the contents of the programmable registers into main
storage.

Clock Comparator and CPU Timer

Expanded CPU timing functions are provided by this
feature. The clock comparator causes an external inter-
ruption when the time-of-day clock reaches a value
specified by the user. The CPU timer measures elapsed time
and causes an external interruption when a prespecified
interval of time has elapsed. The CPU timer can also be
used as a high-resolution timer.

CHANNEL FEATURES

Channel Indirect Data Addressing

This feature provides the means for applying address
translation to I/O operations.

Channel-to-Channel Adapter

This adapter provides a path for data transfers between two
channels and synchronizes such transfers, providing systems
with interchannel communication.

The channels are usually on separate systems. Connecting
a channel of one system to a channel of another has the
effect of interconnecting two CPU’s.

The adapter uses one or two control-unit positions on
each of the two connected channels, but only one channel
need have the adapter.

Two-Channel Switch

This feature attaches a path to a second channel. The two
channels may be on the same CPU or different CPU’s.
Switching is under program control.

Command Retry

Command retry, a control-unit-dependent feature, can
cause a failing channel command to be retried without
requiring an I/O interruption. The number of retries is
device-dependent.

SYSTEM FEATURES

Compatibility Features for Other IBM Systems

A number of features are available that permit operation of
certain models of System/370 by the use of programs
written for other IBM systems. These compatibility features
are combinations of circuitry and programming that make
the System/370 able to read programs written for the other
system and to function like that system. In many cases, the
program runs much faster on System/370 than on the
system for which it was written.

Compatibility features are also called emulators, but not
simulators. The latter, although they may perform the same
function, do so with programming alone and thus run
slower.

A compatibility feature is particularly useful when the
user needs time to convert his present programs to
System/370 code but, at the same time, wants the
advantages offered by System/370. In addition, using such
a feature may eliminate the need for converting programs
that are seldom used.

Sufficient storage and appropriate or equivalent I/O
devices must be available for the use of a compatibility
feature. Furthermore, the use of one compatibility feature
may preclude the use of another. Under unusual conditions,
a feature may not be able to maintain exact compatibility;
for example, programs that are time-dependent may not
yield identical results, and the handling of error conditions
may differ.
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In general, the lower end models of System/370 offer
1401/1440/1460 and System/360 Model 20 compatibility.
The upper end models offer 7070/7074, 7080, and

7090/7094 compatibility.

0S/DOS Compatibility
This feature provides a System/370 model with the ability
to execute DOS programs under OS control.

34 System/370 System Summary



The programming systems information as presented in this
section assumes that the reader has a basic knowledge of
IBM programming systems, such as that found in JBM
System/360 Operating System Introduction, GC28-6534.

The IBM-supplied programming systems that support the
System/370 include:

® DOS/VS (Disk Operating System/Virtual Storage)
o OS/VS1 (Operating System/Virtual Storage 1)

e OS/VS2 (Operating System/Virtual Storage 2)

e VM/370 (Virtual Machine Facility/370)

This section describes OS/VS1, 0S/VS2, and VM/370.
For information about DOS/VS, see Introduction to
DOS/VS, GC33-5370. Also, more detailed descriptions of
OS/VS2 and VM/370 can be found in Introduction to
OS/VS2 Release 2, GC28-0661, and IBM Virtual Machine
Facility/370: Introduction, GC20-1 800, respectively.

0S8/V81 (Operating System/Virtual Storage 1)

0S/VS1 is one of the IBM-supplied programming systems
that support the System/370. This support is comparable to
that provided by OS/MFT (System/360 Operating System
Multiprogramming with a Fixed Number of Tasks). Many
enhancements as well as significant new features, however,
are provided in VS1. Because OS/VS1 is a growth version of
OS/MFT, this section assumes a basic knowledge of
operating systems. For further information about 0S/VSs1
and OS/VS1 publications, see these publications:

° lntroductiori ..to  Virtual Storage in System/370,
GR20-4260

® OS/VS1 Planning and Use Guide, GC24-5090
o IBM System/370 Bibliography, GC20-0001

® IBM System/370 Bibliography of Industry Systems and
Application Programs, GC20-0370

- INTRODUCTION TO OS/VS1

OS/VS1 is a system control program (SCP) that makes
possible the concurrent execution of as many as 15 separate
jobs within a single computing system having only one
central processor, while continuing to provide all other
applicable services of the IBM System/370 Operating
System.

Externally, OS/VS1 has the same functional charac-
teristics as the current release of OS/MFT; internally, it
includes several enhancements that make it a more effective
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and versatile operating system. The most significant
enhancements are:

e VS (Virtual Storage)

o JES (Job Entry Subsystem)

® VSAM (Virtual Storage Access Method)

o VTAM (Virtual Telecommunications Access Method)

VSAM and VTAM are described under “Methods of
Storing and Retrieving Data” and “Teleprocessing,”
respectively.

Virtual Storage

OS/VS1 wuses the System/370 hardware feature called
Dynamic Address Translation (DA T) that provides an
expanded address space of up to 16,777,216 bytes. This
enlarged storage is called virtual storage, which the user
shares with the system control program.

Virtual storage is the address space that appears to the
user as real (main) storage and from which instructions and
data are mapped into real storage locations. In MFT,
processor storage is referred to as main storage. VS1 uses
the term real storage to designate the main storage of
System/370, whereas virtual storage refers to its complete
addressing range.

Figure 4-1 illustrates how VSI implements virtual storage
through a combination of the DAT hardware feature and
the paging function of the system control program.

Programs are actually stored on auxiliary storage, called
external page storage, which is divided into 2K blocks
called slots, similarly, programs themselves are divided into
2K blocks called pages and real storage is divided into 2K
blocks called page frames. The. system transfers pages of
programs from external page storage to real storage as they
are required for execution, automatically translating the
program’s virtual storage addresses to actual addresses in
real storage. The pages are not necessarily contiguous in real
storage. This process is called paging and is transparent to
the user. Page-in obtains a page from auxiliary storage and
page-out returns a page to auxiliary storage. To accomplish
the paging function, the page supervisor must:

® Recognize the need for page transfer to real storage.
e Select an appropriate real storage block for the page.
o Maintain an available supply of real storage blocks.

e Save the contents of pages by moving them to auxiliary
storage, if necessary.

® Recognize the need to fix (or lock) a page in real storage.

Although VS1 is primarily a paging-environment system,
the system control program enables the execution of
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External Page Storage

Q

Figure 4-1. Virtual Storage Implementation

programs that cannot be paged between auxiliary storage
and real storage. These programs, therefore, must run via
the ‘virtual = real’ facility. This facility gives you real
storage for any of your programs that do not run in the
normally paged environment of VS1. It allocates real
storage if it is available, at job execution time, with real
storage addresses equivalent to virtual storage addresses on
a byte basis, for the amount of storage you have specified
for the job involved. Multiple virtual = real jobs execute
concurrently if the system has enough real storage to
accommodate the jobs. The classes of programs that do not
run in a paged environment are:
1. Programs that modify the channel program while it is
active. _
2. Programs that are highly time dependent, such as some
magnetic ink character recognition (MICR) programs.
3. Programs that use the execute channel program (EXCP)
with user-written appendages.

Advantages of VS1 Virtual Storage

e Most jobs requiring more address space than the available
real storage can execute in a VS1 environment.
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e VS1 dynamically allocates real storage on an as-used or
as-required basis.

o Real storage that was unused, by partitions, in an
OS/MFT system can be recovered with VS1 and used by
other partitions, because virtual address space in a
partition does not require real storage until it is
addressed.

o The small partition scheduling requirements of OS/MFT
do not exist in VS1 because virtual address space
sufficient for scheduler requirements is provided for all
partitions. Thus, no partition forces another to wait for
scheduling.

e You can test most programs with large design points on
machines with smaller real storage. The performance of
these programs is directly related to their storage
requirements versus real storage availability.

e You can write future processors for VS1 with few
storage restrictions.

e Infrequently executed system tasks do not require real
storage to be permanently reserved for their use. You can
page-in these programs on demand.



e You can reserve virtual storage for unscheduled top-
priority jobs.

o Partition redefinition requirement is reduced.

JES (Job Entry Subsystem)

JES is a control-program facility that provides streamlined
job processing in VSI. It spools and schedules primary
input and output streams.

JES performs two spooling functions:

1. It reads all primary input streams, including JCL and
data, from the input device, and stores them on a direct
access storage device in.a format convenient for later
processing by the system and by the user’s programs.

2. It similarly stores system (and selected user) print and
punch output on a direct access storage device until a
convenient time for printing or punching.

Spooling provides the following advantages:

o Nonsharable devices, generally unit record devices, are
used at full rated speed if enough buffers are available.

o Nonsharable devices are used only for the time required
to read, print, or punch the data.

Without spooling, the device is occupied for the entire
time that a job is reading input or writing output. Thus, the
device runs only as fast as the job can accept or generate
data.

If system resources are the objects of contention (for
example, buffer assignment), JES schedules the contending
activities to assure the highest degree of system availability.
Because data is stored on a direct access storage device, jobs
or their output can be processed in a different.order from
that in which they were submitted. This ability to control
system work is called job queuing. Jobs can be scheduled
by class, and by priority within class.

OS/MFT—0S/VS1 Differences

In general, all major OS/MFT features are available in VS1.
Listed below, however, are some of the more significant
differences, which VS1 does not support. For a more
complete list of differences between OS/MFT and OS/VS1,
refer to the OS/VSI Planning and Use Guide, GC24-5090.

e Main storage hierarchies: Large core storage (LCS) is not
attachable to the System/370. (In programs where
hierarchy values are specified, these values are added
together.)

o TESTRAN: A low-usage component of MFT.

e Graphic Job Processor (GJP): A low-usage component of
MFT.

o Satellite Graphic Job Processor (SGJP): A low-usage
component of MFT.

e Queued Telecommunications Access Method (QTAM):
Superseded by Telecommunications Access Method
(TCAM).

o HASP: Superseded by JES.

e Remote Job Entry (RJE): Superseded by Remote Entry
Services (RES).

e Rollout/Rollin: Not required because paging gives real
storage to tasks as they need it. In programs that specify
rollout/rollin, it is ignored.

o IEBUPDAT utility program: Superseded in VS1 by the
IEBUPDTE utility program.

e IBCRCVRP (independent) utility program: Superseded
in VS1 by the IEHATLAS (system) utility program.

o THGUAP utility program: A low-usage component of
MFT.

o IMAPTFLE service aid: Replaced by HMAPTFLE in
VS1.

o IMASMP service aid: Replaced by HMASMP in VS1.
o IMDMDMAP service aid: Replaced by HMBLIST in VS1.

o SERO and SER1: Their functions are provided in VS1 by
the machine check handler (MCH) and the channel check
handler (CCH).

Compatibility

In general, most object programs written for MFT execute
in VS1. Existing programs that do not operate under VS1
without modification include:
1. Time-dependent programs (such as MICR).
2. Programs written to deliberately cause program
exceptions.
3. Programs using machine-dependent data.
4. Programs using the program status word (PSW) bit 12
(the ASCII bit).
5. Programs reserving low-address storage for special
purposes.
6. Programs dependent on devices or facilities not sup-
ported or available in System/370 or VS1.
7. Programs that require model-dependent System/360
functions.
8. Programs attempting to read or write SYSIN or
SYSOUT data by other than SAM (sequential access
method) (that is, EXCP will not work on these data

sets).
9. Programs that depend on a valid UCB pointer in the
TIOT for SYSIN/SYSOUT data sets. .

10. Programs that include TCAM object decks. TCAM
message control programs and TCAM message pro-
cessing programs using the ICOPY, TCOPY, QCOPY,
and TCHNG macro instructions must be reassembled
and link-edited. TCAM message processing programs
not using any of these macro instructions need only to
be relink-edited.

11. Programs using TCAM II.

In addition, some MFT programs that do execute in VS1
may require virtual = real execution and do not use demand
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paging. Current OS data sets process in the VSI system
without modification or conversion.

For compatibility, the JCL (job control language) state-
ments of VS1 remain basically unchanged from MFT. The
differences between the MFT JCL and the VS1 JCL are an
additional parameter that permits the execution of pro-
grams in the virtual = real mode, a parameter that permits
the printing of multiple copies of a data set, and two
profile-type parameters that enable an installation to
establish an automated scheduling algorithm. Additionally,
VS1 processes VSAM (virtual storage access method) JCL
parameters and ignores the HIERARCHY and ROLLOUT/
ROLLIN parameters.

VS1 is upward compatible to VS2. This compatibility
includes source program code, object program code, job
control language, and conventions and standards.

Minimum System Requirements

The minimum system required for VS1 includes:
® A System/370 with at least 144K of real storage.

o DAT (dynamic address translation) feature.

e Standard multiplexer channel with associated input/
output devices (one read/punch and one printer).

® One selector and/or block multiplexer channel with at
least one of the system’s direct access storage devices.

o These direct access storage devices are: at least three
2314/2319 devices, or two 3330/3333 devices, or two
3340 devices.

o Storage protection feature.
e Program event recording feature.
e Monitor call.

o One console device.

Note: System generation requires the addition of one tape
unit and one 2314, 2319, 3330, 3333, or 3340 direct access
storage device.

Devices Supported by VS1

OS/VS!1 supports a variety of devices and control units,
including:

o Direct access storage devices and control units
e Magnetic tape devices and control units

o MICR/OCR (magnetic ink character recognition/optical
character recognition) devices

e Consoles and displays

e Communication terminals and control units
o Printers and printer control units

o Card readers and card punches

o Industry-oriented processing devices

44 System/370 System Summary

For a complete list of OS/VS1 supported devices and
control units, see OS/VSI Planning and Use Guide,
GC24-5090.

SYSTEM CONTROL PROGRAM COMPONENTS

The purpose of a data processing installation is to do work.
VS1, as in MFT, enables the user to concentrate on this
goal by performing many routine, and in some cases
complicated, data processing operations. The programs that

perform these operations are grouped and classified as a

system control program. The system control program of

VS1 has four major functions. They are:

1. Job management—To accept and schedule jobs in a
continuous flow.

2. Task management—To supervise, on a sequential or
priority basis, each unit of work to be done.

3. Data management—To simplify storage, retrieval, and
maintenance of all data, regardless of the way it is
organized and stored.

4. Recovery management—To reduce the damaging effects
that a computer, channel, or I/O device malfunction
might otherwise have on a program in process.

In addition to these management functions, certain
programs are included to complete the family of functions
performed by the system control program. These programs
include utilities, a language processor, service programs
(linkage editor and loader), and service aid programs.

Job Management

Job management, or job scheduling services, performs the

same basic functions in VS1 as in MFT. These include:

1. Analysis of the input stream: scanning the input data to
identify control statements; interpreting and analyzing
the control statements; preparing the necessary control
tables that describe each job to the system.

2. Allocation of I/O devices: ensuring that all necessary I/O
devices are allocated; ensuring that direct access storage
space is allocated as required; ensuring that the operator
has mounted any required tape and direct access
volumes.

3. Overall scheduling: selecting jobs for execution, by class
and priority within a class.

4. Transcription of input data units, and user output from
a direct access device.

5. Communication between the operator and the system.

6. System restart capabilities.

The changes made to job management in VSI1 increase
reliability, performance, and function. Improvements for

VS1 include:

e Balancing the channel and device load.
o New time-of-day clock support.

o Preallocated external storage for system (spooled) data
sets.



o Transparent buffering and spooling facilities.

o Scheduler work area data sets (SWADS) or the optional
scheduler work area (SWA) in each partition separate the
work areas and reduce contention for scheduler
resources.

o Readers and writers are reenterable, and all programs use
a single copy of each.

e Job control statements are interpreted by the initiators
instead of the readers so that the unit-record input
devices can run at near rated speeds.

e If system resources are in contention for a system data
set, the job entry subsystem (JES) schedules the activi-
ties to assure the highest degree of system availability.

Job Flow

Before a job can execute, you must tell VS1 about the job
and job steps through the job control language. The job
control language supplies the system with job and program
information, data characteristics, and device requirements
before the program executes.

A job flows through the VS1 system by passmg through
two functional areas:

1. JES (job entry subsystem) where it is under VS1 control
when it is read into the system until it is written out.

2. The partition where the program instructions are
executed.

The JES reader reads jobs and data into the system. The
reader is a part of the JES component called JEPS (job
entry peripheral services). The job next enters JECS (job
entry central services) which spools it on a data set and
places records relative to its processing requirements on a
job queue to await execution.

The initiator selects each job for execution. JECS
transfers the data between the spooled data sets and virtual
storage.

Before a job enters a partition, the intepreter subroutine
of the initiator converts job control statements into system
control tables based on job control information. At the
same time, the allocation routines fill the device require-
ments. Once the initiator has completed its preparation
activities, the program begins execution by calling for the
necessary access method and supervisor services for data
and program management.

When a VS1 program completes the execution phase, it
performs the necessary termination and device deallocation
and notifies the initiator that execution of the next job or
job step (program) can begin. After each job is completed,
the writer assumes control to perform the necessary output
operations.

Job Initiation

The initiator for VS1 is pageable. When a command is
entered from the console specifying an initiator procedure,

the initiating task is established in the partition to schedule
job execution. The initiator job selection routine attempts
to dequeue the highest-priority job within a class from the
first job input queue associated with its partition.

When the final step of the job is terminated or bypassed,
any reserved data sets are returned to the system, and the
initiator is ready to select another job.

Interpreter: The interpreter analyzes the contents of job
control statements and builds tables that are used during
the initiation and execution of job steps. The VSI
interpreter operates as a subroutine of the initiator.

Allocation: Allocation is a subroutine of the initiator. It
analyzes the I/O device requirements of job steps, allocates
devices to them, issues volume mounting instructions, ‘and
verifies that the volumes are mounted on the correct device.
In V81, the selection of a device is based on an I/O
load-balancing algorithm.

Job Termination

When a problem program completes execution, the VSI
termination routines free (deallocate) all resources used by
the program and perform the necessary cleanup to enable
the system to continue functioning for other problem
programs.

Command Processing

Some commands enter the system via the console or the
input job stream. Others can enter only through the
console. Most MFT commands are compatible with VSI.
One enhancement is the ability for the operator to
manipulate printer output.

You can enter this new VS1 command facility from the
console only, enabling you to:

e Obtain multiple copies of job output on a data set or job
basis.

o Immediately stop the job output stream and start writing
again from the beginning.

o Forward space or backward space the output data.
o Single-, double-, or triple-space the output.

¢ Go to the next data set, or restart the output writing of
the current data set.

o Suspend the writing of a job’s output data, and replace it
on the output hold queue to be written out later.

o Checkpoint SYSOUT data sets at specified intervals.

e Display outstanding requests of users running under
remote entry services (RES).

e Dump selected areas of virtual storage to the
SYS1.DUMP data set.
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VS1 command facilities that are compatible with MFT
include:

o Flexibility to manipulate jobs by displaying the class,
priority, and the number of jobs to be processed;
suspending the execution of certain jobs or classes of
jobs; releasing jobs that have been suspended; direct
canceling of a particular job; and changing the priority or
class of a particular job.

o Redefining the size of a partition. In a virtual storage
environment, the partitions actually are allocated in
virtual storage so that the change in partition size is made
in virtual storage and not in real storage as in MFT.

e Preparing for shutting down the system at the end of the
day by enabling the user to save important statistics and
data records.

e Modifying certain processing characteristics such as:
changing output writer classes and conditions under
which the output writer pauses for servicing; changing
job classes associated with each system initiator;
changing the job classes and output classes associated
with direct system output processing (DSO); changing
programmer-specified values providing the programmer
has set the proper indicators in his program to allow such
revisions.

e Starting a job called (via the console) from a procedure
library to override the normal selection of jobs entered
via the input job stream.

o Establishing the device to be used as the input work
queue and whether this queue is to be formatted, as well
as specifying the location of the library containing
certain program procedures (procedure library), and
specifying which automatic commands the user wishes to
override.

e Allocating an I/O device to all job steps that require a
particular volume, without intervening demountings and
remountings of that volume. (The volume must be
removable.)

e Placing 1/O devices (other than a communications line)
into online or offline status.

When commands within a VS1 job are entered in an input
stream, they are executed when that job is selected for
execution. When commands are entered via the console, or
between jobs in an input stream, they are executed
immediately.

Task Management

Task management controls the allocation and use of the
CPU, virtual storage, real storage, and programming re-
sources. The major change between task management for
MFT and task management for VS1 is the addition of the
page supervisor facility to manage virtual storage (see
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“Virtual Storage” in this section). Task management has
seven major functions or routines. The routines are
collectively referred to as the supervisor:

e Interruption supervisor analyzes interruptions to deter-
mine what supervisor processing is required.

e Task supervisor records which tasks are currently in the
system, their status, priorities, the programs they require,
and the order in which these tasks are to be performed.

e Virtual storage supervisor allocates and frees virtual
storage, and records what use is being made of any
portion of virtual storage. All requests made to main
storage in MFT are made to virtual storage in VS1 (for
example, FREEMAIN and GETMAIN).

o Contents supervisor loads programs into virtual storage,
and records what programs are currently in virtual
storage and what characteristics these programs possess.

e Timer supervisor sets and maintains the timers from
information provided in timer macro instructions.

e Input/output supervisor controls the reading of data
from, and the writing of data to, physical devices. The
1/O supervisor also provides the necessary translation for
channel programs requiring a change from their virtual to
real storage addresses for execution. During this trans-
lation, the I/O supervisor takes into account non-
contiguous pages in real storage and fixes all required
pages in real storage for the duration of the I/O
operation.

o Page supervisor allocates and releases real storage space
for pages, and transfers pages between real storage and
external page storage.

Data Management

Data management’s objective is to achieve maximum
efficiency in managing the mass of data associated with the
many programs that are processed at an installation. Data
management routines control all operations associated with
input/output devices: allocating space on volumes, channel
scheduling, storing, naming, and cataloging data sets,
moving data between real and auxiliary storage, and
handling errors that occur during input/output operations.
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